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ABSTRACT
We proposes automatic face recognition system based on multi-scale Harris-Laplace detector, robust
to the illumination, orientation, scale and translation variations. A face region is separated from
given image by face localization algorithm. A separated face region is represented by a set of interest
points, detected by Harris-Laplace detector, to achieve scale invariance. Each interest point is described
by a local feature vector, based on the Gabor filter, extracted at various scales and orientations to
achieve rotation invariance. Similarity between two faces is measured by voting algorithm. Performance
of voting algorithm is also checked for various distance metrics.  Comparison of results with existing
algorithms validates the usefulness of local invariant features for face recognition at less computational
cost and less storage requirements.  Experimental results show that voting algorithm with cosine
distance metric gives best recognition accuracy.

Keywords: face localization, interest point detection, interest point selection, local feature descriptor,
voting algorithm.

I. INTRODUCTION
In recent years, face recognition has received
substantial attention from both research communities
and the market, but still remains very challenging
problem for real time applications. A large number of
face recognition algorithms, along with their
modifications, have been developed during the past
decades which can be generally classified into two
categories: holistic approaches and local feature based
approaches.

Holistic approaches uses whole face region as the
input to a recognition system while local feature based
methods, first locate several facial features, and then
classify the faces by combining and comparing the
corresponding local statistics. Influential work is given
by Wiskott et al. [1], called Elastic Bunch Graph
Matching. The elastic bunch graph is a graph-based
face model with a set of jets attached to each node of
the graph. The algorithm recognizes new faces by first

locating a set of facial features to build a graph, which
is then used to compute the similarity of both jets and
topography. Local binary pattern was originally
designed for texture classification and was used for
face recognition in [2]. The face area was divided into
small windows of size 7 × 7. Each window is
represented by local binary pattern. The chi square
statistic and the weighted chi square statistic were
adopted for comparison and recognition. Zhang et al,
[3] proposed local Gabor binary pattern histogram
sequence (LGBPHS) by combining Gabor filters and
the local binary operator. The face image was first
filtered with Gabor filters at five scales and eight
orientations. The LBP operator was then applied to
all 40 Gabor magnitude pictures to generate the
LGBPHS. The recognition was done using histogram
intersection and weighted histogram intersection. Luo
et al. [4] investigated the use of SIFT (scale invariant
feature transform) for face recognition. The SIFT
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method first detects interest points at different
resolutions and uses scale and rotation invariant
descriptor to represent the interest points. They also
compared SIFT approach with EBGM and Local
binary pattern approach for expression variations and
illumination variations. We used the same comparison
to check the effectiveness of proposed method.

Our approach is similar to SIFT approach. Unlike
the SIFT approach, which uses scale-space Difference-
Of-Gaussian to detect interest points in images, we
used multi-scale Harris-Laplace detector [5] to detect
interest points and detected interest points are
represented by Gabor descriptor. In general, the
following steps are proposed for face recognition:

(a) Face localization used to separate face region
from given image.

(b) Detection of interest points on separated face
region invariant to scale changes.

(c) Selection of the interest points and extraction
of local feature vector.

(d) Reference database formation based on feature
vectors extracted from model images.

(e) Voting algorithm based classification of query
image using various distance metrics.

Details of the above steps are given in section 2.
Comparative results with state-of-art methods are
presented in section 3. The concluding remarks are
given in section 4.

2. PROPOSED METHOD

2.1  Face localization
Interest points can be considered as pixels in an
image which “stand out” from other pixels so that it
can be used to describe image content. For face
images having inter-class and intra-class variation
along with background clutter, interest points are also
get detected on background clutter. In order to
eliminate background clutter, we perform face
localization, to locate and separate face region from
input image. We developed skin color based face
localization algorithm based on YCbCr space. But
performance degrades under varying lighting

conditions. To investigate the reason, we manually
extracted face skin samples from 392 facial images
taken under normal and varying lighting conditions
and examined the distribution of R, G and B color
components. We found that, under normal lighting
condit ions distribution of R, G and B color
components is confined to very narrow ranges as
compared to distribution under varying lighting
conditions. The distribution of R, G, and B color
components is get affected under varying lighting
conditions due to non-linear mapping of individual
color components and image dependency on lighting
geometry and illumination color.   Nonlinear
mapping of R, G, and B color components is
corrected by linear stretching of R, G and B color
components. The equations used for linear stretching
of R, G and B color components,  based on
experimental investigation carried out, are as in (1)
to (3). R, G and B are color components of original
image. R%, G% and B% are normalized color
components.
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Image dependency on lighting geometry and
illumination color is corrected by method given in
[6]. The corrected color image is converted to YCbCr

space and binary mask is generated based on values
of Cb and Cr of every pixel as in equation (4). The
values of Cb and Cr are obtained by collecting the skin
samples of YCbCr images and identifying the ranges
of Cb and Cr based on collected samples.
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The morphological operations (erosion followed
by closing and dilation followed by closing) are
performed on generated binary mask. Erosion is used
to remove small objects in the background area.
Dilation is used to fill small hole in facial areas such
as eyes and mouth. The obtained binary mask is used
to remove background clutter and localization of face
region based on skin color. The result of face
localization algorithm is shown in Fig.1 (a) to Fig1
(c),   with black pixels indicates non-skin pixels.
Figure 1(a) shows original image with illumination
direction as left, Fig. 1 (b) shows result of face
localization in YCbCr space without any normalization
and Fig. 1(c) shows result of face localization in YCbCr

space with proposed method.

Harris detector but it is not invariant to scale changes.
Hence we used the Harris-Laplace detector, as
proposed by [5], to obtain scale invariant detector.
The Harris-Laplace detector uses scale-adapted Harris
function, as in equation (5), to localize corner points
in scale space.
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where σI is integration scale, σD is differentiation scale
and La is the derivative computed in the ‘a’ direction.
The measure of corner response at a point X and scale
σI is given by equation (6)   where λ is constant.
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The point is selected as a corner point if it satisfies
the condition given in equation (7) i.e. corner response
of the point must be positive and maximum in the
neighborhood of 3 × 3 windows.

( , )   0  a n d
. . . . . . . . . . . ( 7 )

( , )  ( , )

  w  =  w i n d o w  o f  s i z e  3 × 3

R X I
R X R X X WI W I W

σ
σ σ

⎫⎪
⎬
⎪⎭∀ ∈

f
f

We use gray scale image of original RGB image
to build the scale-space representation by using
equation (5). The pre-selected scales are used with σn

= kn σo ; σo is the initial scale factor set to 1; factor k is
scale factor between successive levels (set to 1.4 as
proposed in [8], n gives number of resolution levels.
The matrix N(X, σI) is computed with σI = σn and σD

= sσn, where s∈ [0.7, 0.8, ....., 1.4]. Large scale change
of 1.4 is used to detect initial interest points with k=1.4
and n=1.Small scale changes, specified by s, are used
to get better accuracy for the location of X as in [5].
The detected interest points are stored with their
spatial locations and associated scales i.e. the scales
at which the interest point is detected.

Based on detected interest points, we note the
following important facts: 1) Number of interest
points decreases as scale increases. 2) Interest point
location varies slightly over scales. The higher the
scale level, the bigger the possible range of point
locations.

Fig. 1: (a) original image, (b) Face localization without
normalization, (c) Face localization with proposed method

2.2 Interest point detection and selection
The evaluation of interest point detector, as presented
in [7], demonstrate the excellent performance of

(a) (b)

(c)
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The spatial location of the interest point can be
detected accurately under image rescaling by verifying
whether LoG (Laplacian-of-Gaussian) response of the
interest point at certain scale attains a maximum i.e.
LoG response is lower for finer and coarser scales.
Since the detected interest points are stored with their
spatial coordinates and associated scales, we check
whether the LoG response of the interest point attains
maximum at associated scale. If LoG response attains
maximum at associated scale, interest point is retained
else rejected. The LoG response is calculated using
equation (8).
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The number of interest points detected is very large.
We need to select the optimal number of interest points
so that computation cost and storage requirement will
get reduced without affecting recognition accuracy. We
sorted the interest points detected by Harris-Laplace
detector in descending order of their corner responses.
The optimal number of interest points required is
decided by carrying out experiments with different
number of interest points and examining resulting
recognition accuracy. Fig. 2(a) shows the original image
and Fig. 2 (b) shows the 75 selected interest points,
based on corner response, superimposed on the original
image. In order to highlight the points, 3 × 3
neighborhood of point is used.

Gabor features provides significant degree of
robustness to photometric disturbances and natural
image variations. Hence we used 2D Gabor filters to
detect local structure of the image centered at detected
interest point. Gabor filters enhance the low level
image features such as the peaks, valleys and ridges
so that the eyes, the nose and the mouth, as well as
the other salient local features like dimples are get
enhanced. These key features can be used for the
discrimination of different faces. A family of complex
Gabor filters is defined as in equation (9):
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We designed Gabor filter bank with 4-scales (λ)
and 4-orientations (θ) for feature extraction. This
result in 4*4=16 Gabor filters altogether. The values
of λ and θ used are given in equation (10).

( ) 3 4,4 2 ,8,8 2     0, , ,  ...........(10)
4 2 4

andλ θ ⎛ ⎞
⎜ ⎟
⎝ ⎠

Π Π Π∈ ∈

Feature vectors are generated at interest points
as composition of Gabor filter responses. Local image
patch of size 25*25, centered at interest point, is
extracted. Extracted local image patch is convolved
with Gabor filters. Since the phase information of the
Gabor filter is time-varying, only magnitude values
are used for feature description. Kth feature vector of
ith reference face is defined as in equation (11).
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2.4 Matching two faces
To match unknown face, we need reference database.
The reference database is used to identify the most
similar model image to unknown image. The reference
database is developed as follows: several model face
images are collected with pose variations, illumination
variations and expression variations for each subject.
Face localization is performed on model images and

(a) (b)
Fig. 2: (a) original image, (b) selected interest points

2.3 Interest point descriptor
Invariance properties of Gabor filter based features
were extensively studied in [9]. They proved that
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interest points are detected by Harris-Laplace
detector. The detected interest points are sorted in
descending order of corner response and required
numbers of interest points are selected. Gabor feature
vectors are extracted from these interest points.
Extracted Gabor feature vectors, for each of these
model images are stored in a reference database,
along with a pointer to the model image from which
they originate. Thus Reference database consist a
set {Mk} of models. Each model Mk is defined by set
of Gabor feature vectors {Vj} extracted from interest
points of model images. During storage process, each
Vj is added to the reference database with a link to
the model k for which it has been computed. So the
reference database is table of couples {Vj, k}.

Matching of unknown face consist of finding
the model k̂M  which is most similar to unknown
image. The most similar model is selected by
performing face localization on unknown image
followed by detection and selection of interest points
by Harris-Laplace detector. Then set of Gabor
feature vectors {Vl} is extracted from detected
interest points. These vectors are compared with
each of the vector Vj in reference database for
similarity by using three distance metrics i.e. city-
block distance i.e. dc (x, y), squared Euclidean
distance i.e. de (x, y) and cosine of the angle between
feature vectors i.e. dθ (x, y). Three distance metrics
are as in equations (12 to 14).
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The most similar Vj for each Vl is identified and

vote is given to the corresponding model. We sum
number of votes received by each model. This sum is
stored in the vector T(k). The model received more
votes is considered as best match: the unknown image
represents the model ˆM

k  for which
ˆ arg max ( )k T kk= .

3. EXPERIMENTAL RESULTS
Experiments are carried out on Asian face database.
It contains true-color face images of 103 people, 53
men and 50 women, representing 17 various images
(1 normal face, 4 illumination variations, 8 pose
variations and 4 expression variations) per person. As
described in section 2, interest points are extracted,
selected and described by magnitudes of Gabor filters.

We checked the recognition accuracy of our
algorithm; against facial expression variations (EV),
illumination variations (IV) and pose variations (PV),
as mentioned in [4]. Normal face image and 50%
images of each variation are used to create reference
database. Before performing the experiments, all
images are cropped to 112x92 pixels images but no
any preprocessing is performed based on manually
selected eye positions as in [4]. TABLE I shows the
comparison of percentage of recognition accuracy
achieved by proposed method and results reported in
[4] for various variations. Reported results are
available for EV and IV only. No any results are
available for experiment PV. For algorithms marked
with ‘*’, results were reported on FERET database.

 EV IV PV 
EBGM Optimal* 90 42 -- 
LBP* 97 79 -- 
SIFT_GRID* 94 35 -- 
Person specific SIFT* 97 47 -- 
Our method 100 80 100 

Table 1: Comparison of Experimental results

Results displayed in Table 1 shows that proposed
method provides 100 % invariance against expression
and pose variations. The significant increase in
recognition accuracy for illumination variation is also
achieved as compared to state-of-art methods.
Numbers of interest points used for recognition are
also very less i.e. 75 and each interest point is
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as compared to squared Euclidian distance and city
block distance measure.

Fig. 3: Comparison of recognition accuracy against
number of interest points

4. CONCLUSION
We presented promising capability of invariant local
features for face recognition. Algorithm uses multi-
scale Harris-Laplace detector to extract a set of scale
invariant interest points from face images. Rotation
invariance and invariance to photometric disturbances
is achieved by extracting local information, centered
at interest point, by set of Gabor filters. Similarity of
Gabor feature vectors, extracted from query image
and reference database, is checked by three different

distance metrics. Similarities of Gabor feature vectors
are used by voting algorithm to match the model
images with query image. Several experiments on the
Asian face dataset validate the robustness of our
technique against variations in facial expressions, pose
and illumination. Comparison with state-of-art
methods shows the substantial increase in face
recognition accuracy at less computational cost, less
storage memory requirement.

In future, we will try to inculcate the scale selected
by LoG in the design of Gabor filter so that optimum
number of Gabor filters can be used for extraction of
interest point local information. It will further reduce
the computation cost but resulting recognition
accuracy is required to be studied.
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represented by Gabor feature vector of size 1*16
requires very less storage memory. Matching of the
faces is performed by simple comparison by Euclidian
distance metric results in low computational cost and
fast execution speed as well

Comparison of recognition accuracy against
number of interest points used along with various
distance measures is shown in Fig. 3. Graph shows
that recognition accuracy increases linearly with
number of interest points up to certain limit but then
it starts decreasing. Hence optimal number of interest
points required to get better recognition accuracy is
75. Cosine of the angle between feature vectors is
better choice for measuring feature vector similarity
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